Asymptotic scaling laws for precision of parameter estimates in dynamical systems
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Abstract

When parameters are estimated from noisy data, the uncertainty of the estimates in terms of their standard deviation typically scales like the inverse square root of the number of data points. In the case of deterministic dynamical systems with added observation noise, superior scaling laws can be achieved. This is demonstrated numerically for the logistic map, the van der Pol oscillator and the Lorenz system, where exponential scaling laws and power laws have been found, depending on the number of degrees of freedom. For some special cases, analytical expressions are derived.
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1. Introduction

When noisy time series are analysed, one often encounters the situation that the structure of the underlying dynamical process is known, but some coefficients are unknown. These must be estimated from measured data. In this Letter we investigate, how the accuracy of the estimated parameters depends on the number of data points, i.e., the length of the time series.

To be more specific, the parameter estimation problem is stated as follows. Consider an autonomous deterministic time-continuous dynamical system described by a differential equation that depends on a set of unknown parameters \( p \).

\[
\begin{align*}
\dot{x} &= f(x, p), & t &\in [T_0, T_0 + T], \\
x(T_0) &= x_0, 
\end{align*}
\]

(1a)

(1b)

In the case of time-discrete systems, Eqs. (1) is replaced by

\[
x_{n+1} = x(t_n) = f(x_{n}, p), \quad n = 1, \ldots, N.
\]

(2)

The dynamical parameters \( p \) and the initial values \( x_0 \) are combined to the vector \( \theta = (x_0, p) \). Assuming that the first component of \( x \) can be observed, the
measurement process is modelled by the observation equation

\[ y_n = x_1(t_n, \theta) + \eta_n, \quad n = 1, \ldots, N. \]  

(3)

Here, \( \eta_n \) denotes independent normally distributed random numbers with zero mean and variance \( \sigma_{\text{data}}^2 \) accounting for measurement noise.

The maximum likelihood method can be used to estimate \( \theta \) from the measured data. It minimises the objective function, which is the sum of squared residuals between the data and the model trajectory, divided by the variance of the noise:

\[ \chi^2(\theta) = \sum_{n=1}^{N} \left( \frac{y_n - x_1(t_n, \theta)}{\sigma_{\text{data}}} \right)^2 \overset{!}{=} \min. \]  

(4)

The ML estimator is asymptotically unbiased and efficient \cite{1} because it takes into account all information known about the data. In the context of the \( n \)-step prediction error proposed in \cite{2}, Eq. (4) corresponds to the \( N \)-step prediction error. \( \chi^2(\theta) \) can have a quite irregular appearance \cite{3}.

Consider the logistic map

\[ x_n = f(x_{n-1}, a) = 1 - ax_{n-1}^2, \quad n = 1, \ldots, N \]  

(5)

with the parameter \( a \in (0; 2] \) and the state variable \( x_0 \in [1 - a; 1] \). In Fig. 1 its objective function is plotted against the dynamical parameter for different lengths of the time series. While the number of local minima increases with \( N \), they become successively sharper, promising that the parameter estimate becomes successively more accurate, provided that the correct minimum is found. This is increase of the accuracy that we intend to quantify in this Letter. For non-linear regression and stochastic auto-regression systems the standard deviation of the estimates scales like \( N^{-0.5} \) \cite{4,5}. For deterministic dynamical systems with added observation noise, stronger power laws and exponential laws are possible, as shown in the sequel.

The following section will provide mathematical definitions and numerical techniques. In Section 3 numerical results will be reported for some examples of dynamical systems. Analytical results will be given in Section 4.

2. Methods

In order to simplify this presentation, we confine ourselves to scalar time-discrete systems in this section. For time-continuous systems more comprehensive descriptions of the parameter estimation methods and applications to measured data can be found in \cite{6-9}.

In the scalar case, Eqs. (2) and (3) read

\[ x_n = f(x_{n-1}, p), \]  

(6)

\[ y_n = x_0(p) + \eta_n, \quad n = 1, \ldots, N. \]  

(7)

2.1. Fisher information

The least squares estimate \( \hat{p} \) is the parameter vector that minimises the objective function Eq. (4). In the limit of small noise levels we can assume that the estimation error \( \Delta p \) between the estimate \( \hat{p} \) and the true parameters \( p_0 \) is also small and we can expand \( x_n(p) \) with respect to \( \Delta p \):

\[ x_n(\hat{p}) = x_n(p_0) + g_n \cdot \Delta p, \quad g_n = \frac{\partial x_n}{\partial p} \bigg|_{p=p_0} \cdot \]  

(8)

\footnote{The alternative notation \( z_n = r z_{n-1}(1 - r z_{n-1}) \) is related to Eq. (5) by the transformations \( \alpha = \frac{a}{r - 2} \) and \( x = \frac{z}{1 - z} \).}
Plugging this and Eq. (7) into the objective function Eq. (4) we get

$$\chi^2(p) = \sigma_{\text{data}}^{-2} \sum_{n=1}^{N} \left[ y_n - x_n(p) \right]^2$$

$$= \sigma_{\text{data}}^{-2} \sum_{n=1}^{N} \left[ y_n(p_0) + \eta_n - x_n(p_0) \right]$$

$$- \Delta p \cdot \Delta p \right]^2$$

$$\sigma_{\text{data}}^{-2} \sum_{n=1}^{N} \left[ \eta_n - \Delta p \right] \geq \min.$$

At the estimated parameters the gradient of the objective function with respect to $\Delta p$ vanishes. This leads to the normal equations

$$A \Delta p = \sum_{n=1}^{N} \eta_n g_n$$

with $A = \sum_{n=1}^{N} g_n g_n^T$.

Some algebra shows that the covariance matrix of the estimate is

$$\left( \Delta p \Delta p^T \right) = I^{-1} = 2H^{-1},$$

where $J = \sigma_{\text{data}}^{-2} A$ is the Fisher information matrix at the true parameters and $H$ is the Hessian matrix of $\chi^2$. The sensitivities $g_n$ follow from the dynamical equation (2):

$$g_n = f_p(x_{n-1}) + f_x(x_{n-1}) g_{n-1}$$

with $f_p = \frac{\partial f}{\partial p}$ and $f_x = \frac{\partial f}{\partial x}$

and by induction,

$$g_n = \sum_{i=0}^{n-1} f_p(x_i) \prod_{j=i+1}^{n-1} f_x(x_j).$$

In special cases the Fisher information matrix is singular, meaning that the desired parameters cannot be identified uniquely from the data [10]. These exceptions are not considered here.

2.2. Multiple shooting

Finding the global minimum of Eq. (4) can be a demanding task, as can be seen from Fig. 1. For this reason the multiple shooting technique developed for ordinary differential equations [6] was transferred to

time-discrete systems [9]. In this approach all system states $x_n, n = 0, \ldots, N,$ are treated as fit variables and the constrained non-linear optimisation problem

$$\chi^2(\theta) \overset{!}{=} \min,$$

$$x_n = f(x_{n-1}, \theta), \quad n = 1, \ldots, N$$

is solved iteratively with a generalised Gauss-Newton method [6] or a quasi-Newton method [11]. Since the constraints Eq. (16b) may be violated on intermediate iteration steps, the final solution can be reached through “forbidden ground”. This freedom allows the method to stay close to the observed data and reduces the problem of local minima. As a final precaution the true trajectories were always provided as a starting guess in the optimisation procedure. For a detailed discussion of the numerical issues of the multiple shooting approach see [12].

3. Empirical results

In this section the scaling behaviour is investigated by simulation studies for some typical examples of dynamical systems. The following subsections contain three examples of different complexity.

3.1. Logistic map: standard deviation of parameter estimates

Time-discrete systems allow us to focus on the essential properties of dynamical systems. The most prominent deterministic time-discrete system is the logistic map Eq. (5). For $a > 2$ the map is unstable, so the constraint $a \leq 2$ has to be implemented in the parameter estimation procedure. In order to circumvent boundary effects on the statistics, $a = 1.85$ was chosen as the true parameter.

Time series with length $N$ ranging from 2 to 60 were generated according to Eq. (5). For larger $N$ the sensitivity of the end of the trajectory with respect to its beginning would approach a limit imposed by the machine precision. The initial value was $x_0 = 0.8$. White Gaussian noise with a noise level of 10% was added, i.e., the standard deviation of the noise was 10% of that of the signal. Then the multiple shooting approach described above was applied to the data. At
Finally, both variables were fitted simultaneously. In this case, $\sigma(N)$ came out as a rather discontinuous curve rather than a smooth function. The accuracy increases almost step-like at certain values of $N$ which depend on the initial value $x_0$. The reason is that some data points in the time series contain more information than others. This problem was tackled by choosing a different initial value $x_0$ for each of the 1000 replications, so that the steps were smoothed out. The initial values were generated by iterating Eq. (5), thus their distribution reflects the invariant measure of the map. Furthermore, a small number of failed fits was excluded, for which the final value of the objective function was ten times higher than expected. Although the multiple shooting approach helps in circumventing local minima, it cannot suppress them completely.

Again the standard deviation of the estimated parameter was plotted against $N$ (see Fig. 2(b)). In this case it seems to scale like $1/N$. The deviation of the estimated initial value from the respective true value was also analyzed. It did not show an equivalent scaling law. This can be understood as a consequence of the varying initial value. The sample standard deviation of the estimation error is not a meaningful number in this case.

Regarding these results it seems that the mere number of degrees of freedom determines the kind of scaling law while the difference between initial values and dynamic parameters is less important. The scaling curves shown in Fig. 2 are jagged due to the observation noise in the time series. The method used in the following subsection estimates the parameter uncertainties from noiseless data and yields, therefore, smoother curves.

### 3.2. Logistic map II: standard deviation from Fisher information

In the limit of small noise levels, the variance and covariance of the estimated parameters are given by Eq. (13). The sensitivities Eq. (15) can be computed directly from noiseless data. Nevertheless it is necessary to regard an ensemble of time series for each $N$ since they depend on the initial values.

The sensitivities with respect to the initial value are calculated differently than those with respect to dynamic parameters. In order to simplify the computations in the case of two degrees of freedom, we intro-
The horizontal axis shows the standard deviation $\sigma_i$, computed manually as described in the text. The vertical axis shows the corresponding quantile: (a) $\alpha = 1.85$; (b) $\alpha = 2$.

The generalised logistic map

$$x_i = a_0 - a_2 x_{i-1}^2, \quad n = 1, \ldots, N$$

with two dynamic parameters, $a_0$ and $a_2 = a$. Though $a_0$ is still always equal to 1, it is now viewed as a fit parameter, either known or unknown.

For each $N$ from 2 to 60, 10000 time series were computed with different initial values generated as before. At first $a_0$ was assumed to be known. For each realization $i$, the (scalar) matrix $A$ in Eq. (13) was computed and inverted, giving a “manual standard deviation” $\sigma_i$. These are to be multiplied with $\sigma_{\text{data}}$ to get the theoretical standard deviations in the limit of small $\sigma_{\text{data}}$.

In Fig. 3(a) the statistical distributions of the $\sigma_i$ are shown on a logarithmic scale for all $N$. The rightmost curve corresponds to $N = 2$ and is jerky due to the finite number of data points. The leftmost curves are successively smoother but also broader. An interesting result visible is that the logarithm of $\sigma$ but not $\sigma$ itself has a nearly Gaussian distribution, Fig. 3(b) shows the distributions for $a = 2$. In this case the shape of the curves is almost identical for all $N$, except for very small $N$. This reflects the fact that the logistic map has a higher symmetry for $a = 2$. The exponential scaling law is already visible; the distance between two adjacent curves is approximately constant in this semi-logarithmic plot. However, when looked upon on a linear scale, the curves would be dominated by those rare realizations with extraordinarily high $\sigma_i$. Therefore, the simple mean of $\sigma_i$ does not provide a meaningful measure. A more suitable number is the log-averaged standard deviation $\bar{\sigma}$, defined by

$$\log \bar{\sigma} = \frac{1}{M} \sum_{i=1}^{M} \log \sigma_i,$$

It will be used in all following investigations.

In Fig. 4(a), $\bar{\sigma}$ resulting from the data in Fig. 3(a) is compared with the corresponding exponential function $\exp(-\lambda N)$. This plot can be seen as an improved version of Fig. 2(a). In Fig. 4(c) the same can be seen for the data of Fig. 3(b), corresponding to $a_2 = a = 2$. When $a_0$ was the unknown fit parameter, the same results were obtained (see Fig. 4(a) and (c)). In these figures no deviation from the exponential scaling laws is visible. In order to show how good the accordance really is, all $\bar{\sigma}$ were multiplied with $\exp(\lambda N)$. This is shown in Fig. 4(b) and (d), respectively.

Fig. 5 shows the results for two degrees of freedom, i.e., both $a_0$ and $a_2$ were assumed to be unknown. In this case $A^{-1}$ is a $2 \times 2$ matrix and the square roots of the two diagonal elements were plotted. Regardless of $a_2$, $\bar{\sigma}$ scales asymptotically roughly like $1/N$, confirming the result of Fig. 2(b). For $a = 2$, the Lyapunov exponent is higher and the limit of the machine precision is reached earlier than for $a = 1.85$. Therefore the plot range in Fig. 5 was restricted to $N \leq 50$.

### 3.3. Lorenz system

In this subsection, as an example of a continuous dynamical system, we regard the Lorenz system

$$\dot{x} = s(y - x),$$

$$\dot{y} = -xz + rx - y,$$

$$\dot{z} = xy - bz$$
with \( s = 10, r = 46 \) and \( b = 2.667 \). For each \( T \) between 1 and 25, 1000 noiseless time series of length \( T \) were simulated with a sampling time \( \Delta T = 0.04 \). Then the parameter estimation procedure described in [8,9] was applied to the \( x \) component to minimise the objective function Eq. (4) with respect to one, two or three fitted parameters. The initial values were fixed to their true values in all cases. Finally the covariance matrix was evaluated at the solution point to obtain standard deviations \( \sigma_i \) for the fitted parameters. Fig. 6(a) shows the distribution functions for the \( \sigma_i \) in the case of one degree of freedom (\( s \) fitted, \( r \) and \( b \) fixed). The rightmost curve corresponds to \( T = 1 \). With increasing \( T \), the shape of the curves becomes more symmetric. The log-averaged \( \sigma \) scales like \( \exp(-\lambda T) \) to within linewidth (see crosses in Fig. 6(b)), where \( \lambda = 1.24 \) is the Lyapunov exponent of the system [13]. The same result is obtained when \( b \) is fitted (circles) or when \( r \) is fitted (not shown).

Fig. 6(c) and (d) show some of the results when two or all three parameters were fitted. Again the exponential law turns into a power law \( \sigma \sim T^\alpha \). For two degrees of freedom, the exponent seems to be near \(-1.5 \). Numerical limitations bound the \( T \) range that can be exploited to below 15. In Fig. 6(d) a power law with \( \alpha = -1 \) is drawn for comparison although due to numerical errors the curves do not contain a large region of constant slope. It should be emphasized that in all cases the scaling behaviour is clearly better than the usual \( 1/\sqrt{N} \) law. This is because the complete dynamic information of the data is taken into account for the parameter estimation.

### 3.4. Van der Pol oscillator

For the logistic map and the Lorenz system with one degree of freedom, the accuracy of the parameter estimates appeared to be ruled by the positive Lyapunov exponent.
punov exponent. This indicates that an exponential scaling law is only possible for chaotic systems. However, power laws with exponents below $-0.5$ are possible for other examples. In this section we consider the van der Pol oscillator, a system showing a limit cycle. The dynamical equation reads

$$x' = k(x(1 - x^2)) - x,$$

with $k = 1$. It generates oscillations with a period $\tau = 6.66$, which is used as a unit in the sequel. We simulated time series of length $N\tau$ with $N = 2, 4, \ldots, 200$, sampled with $\Delta \tau = 0.1 \tau$.

To obtain initial values on the attractor, a master piece of length $\tau/2$ was simulated after removing the transient. Due to the invariance of the equation with respect to sign reversal, the second half period differs from the first one only in the sign and gives identical results with respect to the accuracy of estimates. Initial values were read off at 10 equidistant times (phases) on the master piece. For each $N$ and each phase, the parameter estimation procedure was performed with noiseless data and standard deviations $\sigma_i$ were determined from the Fisher information matrix, analogously to Section 3.3.

The $\sigma_i$ were averaged for each $N$ and plotted versus $N$ in Fig. 7(a). They scale like $T^{-3/2}$. In Fig. 7(b) they are multiplied with $T^{3/2}$ to show the net effect. The net values are asymptotically constant. Finally in Fig. 7(c) we regard the dependence of the standard deviation on the initial value. For this simulation, 100 equidistant phases were chosen for each $N$. For $N$ ranging from $5\tau$ to $55\tau$ in steps of $5\tau$, the computed standard deviation is plotted as a function of the phase of the initial value within the master piece. These functions are $\frac{1}{2}$-periodic as mentioned above. The effect of the scaling law $\sigma \sim T^{-3/2}$ was removed from these curves by multiplying them with $T^{3/2}$. The effect of the phase is like a boundary effect. It is most pronounced for short trajectories and flattens out for larger ones.

### 3.5. Summary of empirical results

In the preceding section scaling laws of various dynamical systems were determined empirically. These results are summarised in Table 1. Also included are results for the two-dimensional Hénon map that were not reported in detail. In this case the empirically determined scaling exponent $\lambda' = 0.3$ was not equal to the Lyapunov exponent $\lambda = 0.419$.

### 4. Analytical results

The preceding section has demonstrated that dynamical systems show a variety of different scaling laws. Now we will give results of a mathematical analysis of the behaviour in some selected cases.

#### 4.1. Stationary stochastic Markov processes

Though this non-deterministic class of dynamical systems is not in the main scope of this Letter, it is well suited for comparison. Consider a stochastic Markov process without observation noise

$$x_n = f(x_{n-1}, \eta_n, p),$$

(24)
where \( \eta_i \) are independent identically distributed random vectors. Denote the true parameters with \( p_0 \) and the maximum likelihood estimates with \( \hat{p} \). From the martingale central limit theorem follows under the assumption of ergodicity and stationarity, that \( (\hat{p} - p_0)\sqrt{N} \) is asymptotically normally distributed with constant covariance matrix, i.e., the standard deviation of the estimation error scales like \( 1/\sqrt{N} \) (see [14], p. 131).

### 4.2. Scalar chaotic maps

This subsection derives analytically the exponential scaling law for scalar chaotic maps with one degree of freedom, seen, e.g., in Fig. 2(a). In order to simplify the discussion, we regard only the dependence on dynamic parameters while the initial value is assumed to be known.

Following up Eq. (15) we can write

\[
\mathbf{g}_n = z_n \mathbf{u}_n, \tag{25}
\]

with \( z_n = \prod_{j=0}^{n-1} f_x(x_j) \),

\[
\mathbf{u}_n = \sum_{j=0}^{n-1} f_x(x_j) z_{j+1}^{-1}, \tag{27}
\]

The numbers \( z_n \) embody the high sensitivity of the end of the trajectory with respect to \( p \). On average,
Table 1
Summary of scaling laws

<table>
<thead>
<tr>
<th>Dynamical system</th>
<th>Technique used</th>
<th>Degrees of freedom</th>
<th>See Fig.</th>
<th>Scaling law</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic map</td>
<td>Empirical standard deviation, evaluated from ensemble of fits with noisy data</td>
<td>1</td>
<td>2(a)</td>
<td>(\exp(-\lambda N))</td>
</tr>
<tr>
<td>Generalised logistic map</td>
<td>Manual standard deviation, computed by recursion, log-averaged</td>
<td>2</td>
<td>2(b)</td>
<td>(N^{-1})</td>
</tr>
<tr>
<td>Hénon map</td>
<td>Empirical standard deviation, evaluated from ensemble of fits with noisy data</td>
<td>1</td>
<td>4</td>
<td>(\exp(-\lambda N))</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>(N^{-1})</td>
</tr>
<tr>
<td>Lorenz system</td>
<td>Noiseless fit</td>
<td>1</td>
<td>6(a)</td>
<td>(\exp(-\lambda T))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6(b)</td>
<td>(T^{-1.5})</td>
</tr>
<tr>
<td>Van der Pol oscillator</td>
<td>Noiseless fit</td>
<td>3</td>
<td>6(c)</td>
<td>indefinite</td>
</tr>
</tbody>
</table>

\(\lambda\) increases exponentially. To be more specific, we regard

\[
\lambda = \lim_{n \to \infty} \frac{1}{n} \log |z_n| \tag{28}
\]

which is exactly the definition of the Lyapunov exponent in Eq. (17).

On the other hand, \(u_n\) in Eq. (27) behaves like a noisy power series since \(f_\mu(x)\) is bounded and \(z_{n+1}^n\) decays exponentially. We denote its limiting value by \(u_\infty\). Regarding only the asymptotics of \(g_n\), we can replace \(u_n\) with \(u_\infty\) in Eq. (25). Then we arrive at

\[
A \approx u_\infty u_\infty^T \sum_{n=1}^{N} \frac{z_n^2}{n}
\]

\[
\approx u_\infty u_\infty^T \frac{1}{1-e^{-2\lambda}} \exp(2\lambda N),
\]

The latter relation is a rough estimate obtained by replacing \(|z_n|\) with \(\exp(\lambda n)\) according to Eq. (28). When a single parameter is estimated, \(A\) is a scalar and the standard deviation of the estimate is \(\sigma = \sigma_{\text{data}} \sqrt{A} \sim \exp(-\lambda N)\), in concordance with the empirical results of Figs. 2(a) and 4(a), (c).

In the case of two degrees of freedom, \(A\) is a square matrix. In the approximation of Eq. (30), it is singular, since \(u_\infty u_\infty^T\) has rank one. That means that only one eigenvalue of \(A\) increases like \(\exp(\lambda N)\) while the other one is much smaller. In most cases the estimated directions in the parameter space are linear combinations of both eigenvectors, so the corresponding variances do not scale exponentially. It would be desirable to understand the power law shown in Fig. 2(b) in a similar manner, however, this phenomenon is more difficult to access than the simple result for a single degree of freedom.

4.3. Periodic systems

The previous section considered a system with an exponential scaling law. In the sequel we will derive analytically the power law that is visible in Fig. 7. Consider a model that depends on a single parameter \(p\) and generates scalar periodic trajectories \(x(t, p)\) with period \(\tau(p)\) and frequency \(\omega(p) = 2\pi/\tau(p)\), i.e.,

\[
x(t, p) = f(\omega(p)t, p),
\]

where \(f(\phi, p)\) is \(2\pi\)-periodic in \(\phi\). The true parameter shall be denoted by \(p_0\). Furthermore assume that a measurement of the trajectory is made over the length \(N\tau(p_0)\) with a sampling time \(\Delta t = \tau(p_0)/m, m \in \mathbb{N}\).

The observation equation (7) holds with \(n = im + j, i = 0, \ldots, N-1, j = 1, \ldots, m\). Eqs. (8)-(13) do
also apply but the sensitivities are now
\[ g_n = \frac{d}{dp} f(\omega(p_0) n \Delta t, p_0) \bigg|_{p=p_0} \]  

\[ \frac{df}{dp} (\omega(p_0) n \Delta t, p_0) \frac{d\omega}{dp} \]

Case 1. The parameter has no influence on the period, i.e., \( \frac{d\omega}{dp} = 0 \).

Then the equation \( \omega(p_0) m \Delta t = 2\pi \) and the \( 2\pi \)-periodicity of \( \frac{df}{dp} \) lead to
\[ g_n = \frac{df}{dp} (\omega(p_0)(im + j) \Delta t, p_0) \]
\[ = \frac{df}{dp} (\omega(p_0) j \Delta t, p_0) \]  
and
\[ A = \sum_{n=1}^{N_m} g_n^2 = \sum_{i=0}^{N-1} A_1 = NA_1 \]

with \[ A_1 = \sum_{j=1}^{m} \left[ \frac{df}{dp} (\omega(p_0) j \Delta t, p_0) \right]^2. \]

\[ A_1 \] is independent from \( i \). According to Eq. (13) the standard deviation of the estimate scales like \( N^{-0.5} \).

Case 2. \( \omega \) depends on \( p \).

If \( \frac{d\omega}{dp} \) does not vanish, the first term of Eq. (34) is of the order \( O(n) \). The second term is bounded since \( \frac{df}{dp} \) is periodic. So the first term is dominant for \( n, i \to \infty \). We expand \( g_n \) in terms of powers of \( i \) and retain only the highest order term, indicating the others with \( O(i) \):
\[ g_n = \frac{df}{dp} (\omega(p_0) i \Delta t, p_0) \frac{d\omega}{dp} + O(1). \]

Again recalling Eq. (12) we get
\[ A = \sum_{i=0}^{N-1} i^2 A_2 + O(i) \]
\[ = \frac{1}{3} N^3 A_2 + O(N^2) \]
with \[ A_2 = \sum_{j=1}^{m} \left[ \frac{df}{dp} (\omega(p_0) j \Delta t, p_0) m \Delta t \frac{d\omega}{dp} \right]^2. \]

Again looking at Eq. (13), the standard deviation of \( \hat{\theta} \) scales asymptotically like \( N^{-1.5} \) in accordance with Fig. 7.
In summary this underlines that parameters influencing the period of a trajectory are more delicate than parameters that only affect the shape of a periodic orbit. A similar result was obtained in [15] for the chaotic Mackey–Glass equation. Though this delayed feedback system does not produce periodic trajectories for the parameters regarded, the delay time has an important influence on intrinsic oscillations and accordingly the estimated delay parameter turned out to be extraordinarily accurate.

5. Summary

In this Letter we regarded the standard deviation \( \sigma \) of parameters estimated from noisy time series of deterministic dynamical systems and investigated its relation to the length of the time series. Depending on the number of degrees of freedom, different asymptotic scaling laws were found. Scalar time discrete systems as well as continuous chaotic systems with one unknown parameter show an exponential scaling law with the coefficient in the exponent being equal to the Lyapunov exponent of the system. For scalar time discrete systems this result could be explained analytically. When two parameters are estimated, the exponential law turns into a power law \( \sigma \sim N^{\alpha} \). However, in all examples analysed, the exponent \( \alpha \) was still well below \(-0.5\). Finally, for periodic systems in which the period is influenced by a parameter, a power law \( \sigma \sim N^{\alpha} \) was both derived analytically and demonstrated numerically.

The fact that the exponential law holds only for one degree of freedom has great practical relevance. It means that the extreme sensitivity of a chaotic system with respect to its initial values (quantified by its positive Lyapunov exponent) cannot be exploited to yield precise parameter estimates if nuisance parameters must be estimated simultaneously.

Other examples in which the accuracy of an estimate does not follow the usual \( N^{-0.5} \) law, were reported in [16,17]. These effects cannot be reproduced when small amounts of observation noise is added to the data. In contrast, the scaling laws reported in this Letter were robust with respect to observation noise.

The reason for the superior scaling laws is that the objective function exploits the full dynamic information of the time series rather than all data points independently as in the case of regression or stochastic dynamical systems. This requires that the time series can successfully be modelled by a deterministic differential equation. Moreover we assumed that the structure of the model is known and that the global minimum of the cost function is found. For practical applications these conditions are not always fulfilled. Nevertheless one can say that for the purpose of parameter estimation and system identification it is important to take into account the complete dynamic nature of the data.

Note added in proof

After acceptance of the Letter, the authors were pointed to Ref. [18], in which the relation between the accuracy of initial value estimates and the Lyapunov exponent has been established.
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